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The present study examines the use of ChatGPT and its impact on academic honesty

by university teachers. It uses the Uses and Gratifications Theory to investigate the

perspectives of teachers regarding the use of ChatGPT, its potential overreliance, and

the effects it has on academic stability. Data were gathered by applying qualitative

design methods in which semi-structured interviews with purposely chosen teachers

of universities were conducted and analyzed thematically. The results show that

educators view ChatGPT as an effective learning resource that helps to optimize work

and facilitate the teaching and research processes. They however raise concerns

regarding overdependence on AI by students, lack of critical thinking, and threats to

originality and authenticity. Respondents note that not only is ethical training required,

but also institutional policies are necessary to help guide the responsible use of AI.

The paper concludes that ChatGPT can be used intelligently in the academic field-

innovation with maintaining academic integrity and trust.

Keywords: ChatGPT, scholastic dishonesty, perception of educators, artificial

intelligence, higher education.

Introduction

Artificial intelligence (AI) is rapidly becoming a part of the higher education sector,

which can provide many opportunities and completely reinvent the experiences of

teaching and learning (Essien et al. 2020; Kuka et al. 2022). Scholars have been

investigating how artificial intelligence (AIEd) can be created and used in education.

It enhances the creation of adaptive learning environment and other AIEd-efficient

tools through the integration of AI and the learning sciences (Luckin et al., 2016). The

expectation of education revolution through the creation of adaptive learning systems

that could make learning personalized has come true over the last few years due to

rapid AI development. Generative Pre-trained Transformer (GPT) is a virtual assistant

that was developed by AI to assist users in language learning and content generation.

According to Ray (2023), Chat GPT has its roots in the Natural Language Processing

(NLP) branch of Artificial Intelligence (AI) which seeks to allow machines to

understand and produce human language. The improved version of GPT-3 model,
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GPT-3.5, which was launched in 2020, was created to produce responses resembling

those of a human. It assists in different duties that include translation, data analysis

and text creation. It can help students and teachers: it can be used in writing practice

and writing about the lesson. It is also common among journalists, researchers and

writers.

Research and development of AI is essential to higher education. This involves

investigating the effects of AI models on learning outcomes of students, creating bias

detection and mitigation algorithms, integrating AI models with human expertise and

discussing ethical frameworks of AI application in education. It is admitted already

that AI can change the way we live our lives and the world around us more than any

other technology ever did and does it both in a positive and negative way

(Dignum, 2023). In order to comprehend this effect to the fullest extent, universities

ought to measure the application of AI tools such as ChatGPT by teachers and

students, measure the impact on academic performance, and obtain the overall views

of the stakeholders in order to establish the implications of AI in academics on a

broader scale.

Its rapid proliferation following its opening to the general population in

November 2022 created new interest and the demand to learn more about AI. Soon

after, individuals in every aspect of higher education started to ask the question

concerning the possible impact of ChatGPT and other generative AI systems

(McMurtie, 2023). The innovative technology that questions the existing approaches

in the higher education process can often revive the process as well (Christensen &

Eyring, 2011). The ChatGPT paradox, in this case, can transform education

opportunities and kill the previously existing forms of teaching (Lim et al., 2023).

Academic reliability, a multi-dimensional construct encompassing accuracy of

the information, credibility of the content, prevention of plagiarism, and consistency

of academic output, is extremely important to integrity and effectiveness of academic

institutions. Although the practice of the application of AI tools, such as ChatGPT, is

becoming more common in the education sector, the literature remains quite deficient

in terms of comprehending the impact of these tools on the academic integrity of

practices by students and instructors. The generative capability of AI brings about the

issues of fake references, excessive use, content imagining, and unreferenced use of
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information (Garousi, 2024; Li et al., 2023).

ChatGPT has been reported to enhance efficiency in the design of instruction, with

teachers stating that it is applicable in content development and curriculum

modification (Montenegro-Rueda et al., 2023). This usage also raises the issue of

dependency and the dwindling need of traditional pedagogical planning. The study

also suggests that faculty training and clear institutional policies are required in order

to ensure meaningful integration.

Although ChatGPT can potentially reduce the amount of work, there is a

concern that it is going to impact the role of a teacher in some way. Some of the

concerns include the fear of being replaced or perceived as being inferior to the

automated tools, especially in content-rich fields (Montenegro-Rueda et al., 2023).

According to one of the teachers, ChatGPT could be a helpful tool that teachers and

educators use to remember what they should include in their curriculum by providing

them with a outline. (Tlili et al., 2023). Megahed et al. (2023) prompted ChatGPT to

design the syllabus of a statistics course in the undergraduate level and discovered

that the teaching recommendations would not require significant modifications.

Equally, Zhai (2023) found that ChatGPT could recommend different information to

the special education, and concluded, "These recommendations are useful with

students with special learning needs.

In research by Dorgbefu (2024), the participants of the survey expressed

concerns regarding the proficiency, cohesiveness, coherence, precision, and accuracy

of the information provided by ChatGPT and stated that the mentioned problems

might undermine the authenticity of the information. The respondents also focused on

the flaws in the educational process and stressed the necessity to offer students

(including faculty) proper guidance and training and to demonstrate how it should be

used and how it should be integrated into the classroom. Faculty and students may say

that the tool is beneficial to generate ideas and brainstorming, but they also believe

that simplicity might promote plagiarism and have a detrimental effect on people,

especially on the students in terms of developing a critical thinking skill and writing

skills. Other people, however, perceived ChatGPT as a convenient educational

resource and called upon spreading awareness and understanding of it in the

educational setting.
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Research Objectives

1. To investigate the perceptions of university teachers about the application of

ChatGPT in education.

2. To evaluate the opinions of teachers regarding the excessive reliance on AI tools

and its effects on academic activities.

3. To investigate the effect of ChatGPT on higher education academic reliability and

integrity.

4. To determine the necessity to teach and raise awareness of using AI tools in an

ethical manner among teachers and students.

5. To explore how the role of institutional policies can be used to inform the proper

and ethical use of ChatGPT.

6. To determine how to strike a balance between the advantages and disadvantages of

ChatGPT to have responsible academic practices.

Research Questions

1: How do university teachers perceive the application of ChatGPT in educational

contexts?

2: What are teachers’ views on the excessive reliance on AI tools and its effects on

academic activities?

3: In what ways does ChatGPT influence academic reliability and integrity in higher

education?

4: What is the perceived need for teaching and raising awareness about the ethical use

of AI tools among teachers and students?

5: How do institutional policies guide or influence the proper and ethical use of

ChatGPT in academia?

6: What approaches can be adopted to balance the advantages and disadvantages of

ChatGPT for promoting responsible academic practices?

Uses and Gratification Theory

The uses and gratifications theory is one of the most valuable theories that researchers

use to understand the media consumption (Malik et al., 2016). Despite the initial ideas

on this point in the 1940s (Chen et al., 2023), the theory was developed in the late

1950s when researchers began studying the impact of mass media campaigns

(Blumler, 1979). The influence of the mass media, according to the studies that were
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carried out at the time would be similar among all the audiences of the mass media.

However, theory considers viewers as dynamic as opposed to passive (Katz et al.,

1973). Therefore, the uses and gratification are that the impact will be different to

every individual. UGT has come in handy since the emergence of new media in

determining why individuals utilize it. It is an indication that individuals utilize the

media in diverse ways. Since the rise of internet, the uses and gratifications theory has

been applied even on the internet based technologies (Papacharissi & Rubin, 2000).

Blumler and Katz (1974).According to the uses and gratification theory,

consumers of the media actively selected and consumed media. Users also take an

active part in the communication and utilize media in order to achieve specific goals.

According to the theorists, a media consumer searches the media source that

effectively meets his or her needs. The uses and gratifications assume that the user has

other sources of getting what he or she needs.

The reasons behind using media by the audiences have been studied over 60

years using the uses and gratifications tradition (Rubin, 1981). To find out the

influence of media on us, we need to find out why we use it in the first place and

watch certain kinds of content. The theory claims people are self-conscious and can

defend their use of the media. According to (Katz, Blumler & Gurevitch, 1973), our

media preferences are dependent on our wants. According to, (McQuail, Blumler, and

Brown, 1972), these needs might be categorized into four types namely surveillance

(information that assist an individual to do something) personal relationships

(companionship through the media) diversion (respite of everyday problems) and

personal identity (affirmation of values). Denis McQuail (2010, p. 427) has

enumerated the following 16 benefits that can be achieved through media to users and

audiences: knowledge, guidance, direction, advice, distraction, relaxation, social

interaction, value reinforcement, cultural fulfillment, emotional release, identity

formation, identity confirmation, lifestyle expression, security, sexual arousal and

time filling.

According to (McQuail,2010), studies in the field are increasing and the uses

and gratifications paradigm is best suited in the new media studies especially in the

aspects of definition and comparison. To describe how individuals utilize the social

media, these studies result in the introduction of additional gratifications. A new type
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of satisfaction is virtual communities, which were proposed to explain the

compatibility with people who are being contacted through the Internet (Song,

LaRose, Eastin, and Lin, 2004). There have also been changes in the significance of

certain gratifications due to the use of the social media. As an example, a number of

individuals utilize the social networking sites to maintain relations yet most

individuals watch TV to gain knowledge or fulfill their entertainment ambitions

(Sheldon, 2008).

Uses and Gratification theory which was initially suggested by (Katz, Blumler,

and Gurevitch,1973) is the view that users are active agents whose selection of

technologies such as ChatGPT depends on their perceptions of gratifications including

information seeking, problem solving or efficiency. Both students and teachers can

also engage with ChatGPT in the context of this study to address an academic need

that can be writing support and content creation, explanations of challenging concepts,

or even more efficient work process. These gratifications are directly connected to the

four main dimensions of academic reliability studied in this paper, which include the

first four dimensions of reliability that are accuracy, reliability, plagiarism, and

credibility. Additionally, as noted by McQuail (2010), the use of the media is often

driven by the need to gain knowledge and develop identity and socialize, and all these

can be witnessed during the use of AI tools in educational institutions. The benefits

are also likely to affect the behaviour of people when they view ChatGPT as

beneficial to their academic performance or in support of learning processes.

Consequently, U&G offers a powerful theoretical foundation upon which the research

on stakeholder engagement with ChatGPT can be conducted to determine the manner

and motives of such interaction along with the impact that it has on the perception of

stakeholders towards academic integrity and production.

Although there are many possible designs and methodologies of research that

can be utilized in an inquiry, the researcher is expected to select a systematic structure

of every project.

Research Methodology

In this work, the qualitative research design was used based on semi-structured

interviews to examine the views of university teachers about ChatGPT and its effects

on academic reliability. The qualitative methodology was selected since it provides an
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opportunity to gain a profound insight into the perceptions, experience, and issues of

the participants, especially when the research aims at investigating new phenomena

like the introduction of AI tools in academia (Creswell & Poth, 2018). Semi-

structured interview is a qualitative form of data collection, a combination of both the

structured and unstructured approach to interview. It consists of preset questions or

themes that serve as a guide to the talk and leave a certain degree of freedom to the

interviewer to ask questions, clarify, or bring up new ideas in the dialogue (Kallio et

al., 2016). The approach allows the researcher to collect detailed information about

the perceptions and experiences and attitudes of the participants, which is why it is

especially appropriate to conduct studies on complicated social or academic

phenomena, including the perceptions of teachers towards AI tools like ChatGPT. The

semi-structured approach (as opposed to the structured one) allows a two-way

communication, allowing the participants to elaborate on their opinion without losing

focus of the research (Adams, 2015).

Participants

The respondents of the research are the university teachers who are selected in various

departments within the institutions of higher learning. Purposive sampling was used to

select the participants who needed to have at least some familiarity with ChatGPT and

how it is used in an academic context. This criterion made the participants able to

offer pertinent information about the possible advantages and issues of ChatGPT in

higher education (Etikan, Musa, and Alkassim, 2016).

Data Collection

The data is obtained via the semi-structured interviews with the help of the interview

schedule, based on the objectives of the research. The questions were structured in

such a way that they covered such hot topics as the usefulness of ChatGPT in

academic activities, its effects on the learning and originality of students, the worries

about academic reliability, and the necessity of institutional policies. As an example,

teachers were questioned: 1) as to whether, in their opinion, ChatGPT influences the

learning processes or not among students; and 2) whether or not the use of ChatGPT

undermines academic reliability or integrity.

The semi-structured interviews, which were flexible, allowed the researcher to inquire

more of the teachers as a way of seeking more insights on the use of ChatGPT,
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overdependence, academic reliability, ethical issues, institutional policies and

balancing the benefits and risks. The interviews were carried out face-to-face and

online (lasting around 30-45 minutes) and each was based on the availability of the

participants. The interviews were recorded with the consent of the participants and

transcribed to be analyzed later.

Data Analysis

Thematic analysis was used to analyze the data based on the six-phase model of

Braun and Clarke (2006). The data were familiarized with the researcher by reading

the transcripts severally. The meaningful units of information that were captured using

codes were grouped into larger themes. The themes were aligned with the key issues

that were revealed in the answers of teachers, such as:

1. Use of ChatGPT

2. Overdependence on AI

3. Influence on Academic Reliability.

4. Need for Ethical Training

5. Institutional Policies

6. Weighing Costs and Dangers.

The thematic analysis was necessary to make sure that the voices of the teachers are

represented as well as offer a systematic way of interpretation.

Ethical Considerations

Data collection was preceded by ethical approval of the concerned university review

board. The research participants were informed of the study objective, and the

confidentiality and anonymity of the answers were guaranteed to them. The

involvement was voluntary and the participant could opt out of the research at any

point.

Interpretation of Themes

1. Use of ChatGPT

The reactions show that educators note that ChatGPT is a useful academic aid tool. It

is mostly seen as a way of saving time, which eases the workload like summarising

research papers and coming up with fresh ideas to be used in assignments and

classroom discussions. Educators find it useful as it gives guidance and it gives

various ways of looking at a subject. This is indicative of faculty receptivity to
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implement AI in academic activities, provided that it does not lead to a lack of

efficiency in academic purposes.

2. Overdependence on AI

One of the issues that teachers are strongly worried about is how students increasingly

rely on ChatGPT. Educators observed that although students may end up with refined

work with the assistance of AI it may often come at the expense of their critical

thinking and creativity. The issue brings up what is perceived to be a loss of

originality and independent problem-solving. This is supposed to imply that although

ChatGPT can be used to get students to be more productive academically, it can also

lead to the deterioration of intellectual development of students when overused.

3. Effects on Academic Reliability

Academic reliability and integrity were constantly presented by teachers as being

under threat because of misusing ChatGPT. They pointed out that the work of AI

created is not original and does not require individual academic contribution. Others

have termed the risk as diluting originality and authenticity of scholarship. This

interpretation reveals that ChatGPT disputes the classical principles of academic

reliability, and institutes will need to discover methods of preservations of the

integrity of academic work in the era of AI.

4. Need for Ethical Training

The results are highly indicative of the fact that educators are of the opinion that the

students should be educated on the ethical application of AI in an organized manner.

Unless instructed correctly, students can abuse ChatGPT, which causes the problem of

plagiarism and academic dishonesty. Teachers contended that misuse could be

reduced through awareness programs and structured workshops to make the students

realize the boundaries and the responsibilities of using AI. This theme emphasizes the

need to take initiative in academic interventions in order to make sure ChatGPT is

applied responsibly.

5. Institutional Policies

The other theme that has re-emerged is the demand to have clear institutional policies

on the use of AI in academia. The teachers claimed that the policies must establish the

levels of AI that are permissible in course works, give directions on originality, and

use detector devices to check the overuse of AI. These answers show that without
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well-defined responses, students and teachers will be confused regarding the degree to

which they can use ChatGPT. Therefore, strategic plans at the institutional level are

considered critical to ensuring academic practices are fair, consistent and reliable.

6. Weighing of Benefits and Risk.

Lastly, educators pointed out the necessity to weigh the positive sides of ChatGPT and

its possible dangers. They did not propose the tool to be banned but proposed a

mindful and controlled introduction. To exemplify, they advised universities to raise

awareness, add filters, and track usage to ensure that ChatGPT is used in a productive

way that does not harm the values of academia.

Theme 1: ChatGPT in Scholarly Writing

Educators admitted that ChatGPT has become one of the tools that have gained

widespread usage in the academic field. Most of them reported on their use or their

observability of its use by students. They emphasized its value in brainstorming ideas,

summary and workload reduction.

Sample Responses:

•I chat-bot (ChatGPT) to get alternative directions of an area.

•It assists in the summarization of research papers.

•It provides ideas in order to perform particular academic activities.

Interpretation:

ChatGPT is viewed as an academic support that saves time and offers help in research

and teaching-related issues.

Theme 2: Over Sensitization and Fall in Critical Thinking

Although educators saw some positive outcomes in the application of ChatGPT, they

were worried about the overuse of this tool by students. Educators were sure that

students tend to replace their thoughts with the results of AI.

Sample Responses:

It saves time but it also results in overdependence of students.

•It deems down their own thinking.

Interpretation:

It is considered that the excessive use of ChatGPT is a hindrance to thinking

independently and creating something new. This brings the question of the impact on

the academic development of students in the long run.
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Theme 3: Academic Reliability and Integrity

Teachers have always emphasized that ChatGPT threatens academic reliability. They

claimed that innovation and true scholarly work is threatened when the students are

very excessive in the use of AI-generated materials.

Sample Responses:

•It undermines originality and creativity and lowers the efforts in academics.

Yes, since people are fully reliant on ChatGPT.

•It burns the brain, the students are not thinking anymore.

Interpretation:

Teachers are viewed to be endangering academic integrity and linking ChatGPT to

plagiarism, non-authenticity, and a lower degree of academic value.

Theme 4: The issue of Ethics and the necessity of Training.

Teachers were a concern on ethical issues. They thought that learners should be

trained on the responsible use of ChatGPT.

Sample Responses:

•The students should be trained to use it ethically.

•Introduction of awareness programs should be made.

Interpretation:

Educators proposed official education and awareness sessions to avoid the misuse of

ChatGPT. Ethical principles were perceived as necessary in making AI adoption in

academics responsible.

Theme 5: Policies and Regulation in the Institution

The teachers were very much favoring the formulation of institutional policies to

control the usage of ChatGPT. They insisted on the need to balance the advantages

and the protection.

Sample Responses:

Filtering Detection tools should be utilised by institutions.

•The assignments must not be fully AI written.

•Ensure that the projects are not AI written.

Interpretation:

It is believed that clear rules are required to sustain the academic reliability and at the

same time permit the constructive utilization of AI tools.
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Theme 6: Choosing between Benefits and Risk

Teachers admitted the possibilities of ChatGPT, yet demanded some limits in its

application in education. They supported the policies, according to which it is possible

to use the tool in the positive way and reduce the dangers to originality and integrity.

Sample Responses:

•Bring awareness on responsible use.

•Introduce filters and monitoring mechanisms.

Interpretation:

The results show that there is an agreement between teachers that ChatGPT cannot be

prohibited or unregulated. Rather, innovation and integrity should be struck as the

principle.

Discussion

The results of this research are very useful in understanding the perceptions of

teachers towards ChatGPT and how it affects the reliability of academic performance.

The answers underline two sides of the coin: the teachers admit that ChatGPT is quite

helpful as an academic tool, but there is a great concern about the impact of this tool

on the learning process, originality, and academic integrity of the students in the long-

term perspective.

To begin with, educators had always acknowledged the increased efficacy of

ChatGPT in the scholarly assignments. It not only offers guidance and saves time but

also helps a teacher and students to create ideas, summarize information and make the

complex academic procedures simple. This can be seen as a positive attitude towards

AI as a tool that can enhance productivity and academic interaction.

Nevertheless, in addition to these advantages, educators were also raised with

serious concerns about overdependence. They noted that a big number of students are

inclined to replace their own creativity and critical thinking with AI generated

material. This dependency was observed to undermine the old research capabilities,

critical thinking, and innovation which is the basis of higher education. One of the

main problems that were found was that ChatGPT is a threat to academic reliability

and integrity. Instructors underlined that AI-generated material is not always original

and authentic, which devalues academic work. They also noted that ChatGPT

promotes plagiarizing and decreases individual academic endeavor, which undermines
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the validity of academic performance, when abused.

In order to solve these problems, teachers ensured that ethical training and

institutional policies were highly promoted. They thought that students should be

officially educated on how to use ChatGPT responsibly, and universities take an

active part in the campaign of awareness, workshops, and skill-building. In addition,

they suggested the implementation of transparent policies and oversight systems to

control the use of ChatGPT. These policies ought to establish the extent of acceptable

AI integration, originality, and lead students and the faculty towards academic

standards.

Altogether, the research concludes that ChatGPT cannot be considered a

harmful or a beneficial tool per se. Rather, it is a two edged technology whose

usefulness is determined by its intended use. The educators pointed to the necessity of

a balance between advantages and precautions: to implement ChatGPT as a part of the

academic field to facilitate efficiency and innovation, and also to ensure that the

principles of originality, ethics, and academic integrity are not violated. This

conclusion shows the significance of adopting AI in education responsibly. It urges

teachers, students, and institutions to conduct a collective effort to create a framework

that could utilize the potential of ChatGPT and still not undermine the fundamental

attributes of higher education.

Conclusion

The research question on the study was to examine how teachers saw ChatGPT and its

impact on academic reliability. The results are quite fair and rather careful: educators

admit that ChatGPT can be an effective academic resource, which can make the work

more productive, capable of generating more ideas and being more efficient, but there

is also a risk of losing academic honesty, originality and critical thinking.

Some of the key points were identified by the teachers:

ChatGPT can be used in academic work by saving time and making it easier.

•The overreliance on AI can be perceived as an obstacle to the ability to think

independently and conduct research.

•The academic reliability is also seen to be threatened when students use chatGPT too

much without exerting their intellectual work.

.Sensitization and ethical training are immediately required to inform students of the
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responsible usage of AI.

Individual institutional policies should be made to govern the application of ChatGPT

in academia.

•There should be a compromise concerning the utilization of the advantages of AI and

the preservation of the values of academia.

The concluding remarks are , ChatGPT itself is not harmful to academia, but its

effects determine the success of its implementation. Teachers have insured that

universities do not simply prohibit AI tools but should not also allow their

unrestrained use. They ought instead to encourage ethical integration which maintains

originality and reliability and also adopt innovation.
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